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Abstract. There is little resource management and Quality of
Service (QoS) guarantee in the “best-effort” model underlying
existing information systems, leaving information systems vul-
nerable to exploits and denial-of-service attacks. To overcome
these problems, an engineering approach to QoS-centric state-
Jul resource management in information systems is presented in
this paper. System engineering principles are first used to iden-
tify various scales and levels of resources in information systems.
QoS attributes of resources are then discussed. We also introduce
the topological and algebraic structures of propagating QoS at-
tributes across levels and scales of various resources for service
contracting and admission control. We use a control-theoretic
structure to specify QoS-guarantee functions for managing in-
dividual resources, including functions of admission control,
scheduling & control, QoS conformance monitoring, and state
probing and testing, along with scheduling techniques and statis-
tical process control (SPC) techniques to support these functions.
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Introduction

In this paper, we consider an information system as
a network of computational resources within an ad-
ministrative domain of an organization. Computational
resources may include computation resources (e.g.,
CPU), data resources (e.g., files and databases), com-
munication resources (e.g., routers and communica-
tion links), visualization resources (e.g., printers and
screens), and so on. The information system is used to
support information operations within an organization
and across the organizational boundary. Information in-
frastructures such as Internet and Computational Grids
(Foster and Kesselman, 1999) have enabled the sharing
of computational resources across many information

systems on the network of an information infrastructure
for distributed information storage/retrieval, web
service, parallel computation, fault tolerance through
geographically distributed redundant resources, and
SO on.

However, the “best-effort” model underlying exist-
ing information systems leaves information systems
vulnerable to malicious exploits and denial-of-service
attacks. In the “best-effort” model, a computational re-
source does its best to satisfy service requests from
users as long as the resource is not fully utilized. That
is, the resource is available to use regardless of the
state of resources, leading to a danger of completely
depleted resources by malicious attackers. For exam-
ple, a denial-of-service attack can be accomplished by
simply sending a large number of service requests to
a computational resource (e.g., telnet server) within a
very short period of time to deplete the resource and
thus deny the service of the resource. Intrusions into
information systems present a significant threat to our
society (Barnes, 1998; Boulanger, 1998; Garfinkel and
Spafford, 1996; Godwin, 1999; Jajodia, Ammann, and
McCollum, 1999; Kaufman, Perlman, and Speciner,
1995; Mann, 1999; Neumann, 1999; Simons, 2000;
Stallings, 1995). Moreover, under the “best-effort”
model, quality of service (QoS) for a user’s applica-
tion is not guaranteed because other users may emerge
at any time to compete for and share computational re-
sources. Therefore, there is little resource management
and QoS guarantee in existing information systems.
The “best-effort” model can be satisfactory if informa-
tion systems are used in isolation without the sharing of
resources with other information systems and users on
the network of an information infrastructure. However,
once the sharing of resources occurs in the environment
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of networked computing and communication, the
“best-effort” model creates the environment for
denial-of-service attacks and many other forms of
exploits.

As we increasingly rely on information systems
to support critical operations in defense, banking,
telecommunication, transportation, electric power and
many other domains, information systems must be pro-
tected from malicious exploits and intrusions to provide
QoS guarantees through stateful resource management.
That is, a resource is stateful rather than stateless. The
use of a resource must be controlled with respect to
the state of the resource such as the available capacity.
For example, if the level of a requested service from a
resource exceeds the available capacity of the resource,
the requested service must be rejected. If a requested
service from a resource is admitted to receive the ser-
vice from the resource, the requested level of service
must be satisfied and maintained for QoS guarantee.
QoS guarantee for information systems will increase
the dependability of information systems, especially
robustness to intrusions, and enhance the quality of
service from information systems.

Although work on the QoS-centric management
of communication resources exists (Aurrecoechea and
Hauw, 1996; Giroux and Ganti, 1999), the QoS-centric
management of other computational resources in in-
formation system must also be established. This paper
outlines an engineering approach to the QoS-centric
stateful resource management in information systems.
System engineering principles are first used to identify
various scales and levels of resources in information
systems. QoS attributes of resources are then discussed.
We also introduce the topological and algebraic struc-
tures of propagating QoS attributes across levels and
scales of various resources for service contracting and
admission control. We use a control-theoretic struc-
ture to specify QoS-guarantee functions for manag-
ing individual resources, including functions of admis-
sion control, scheduling & control, QoS conformance
monitoring, and state probing and testing, along with
scheduling techniques and statistical process control
(SPC) techniques to support these functions. We hope
that the theoretical discussions of this engineering ap-
proach to the QoS-centric stateful resource manage-
ment will stimulate vast interests and research efforts in
this approach towards highly dependable information
systems.

A Hierarchy of Resources
in Information Systems

In an information system, resources depend on each
other to deliver services. For example, software re-
sources such as a web server request services from
hardware resources such as CPU time and memory.
The following are typical resources in an information
system:

® Software resources, such as the operating system
(e.g., Window NT), servers (e.g., web server) and
application programs (e.g., Microsoft WORD);

® Information resources, such as data files and
databases;

e Hardware resources to implement software resources
and information resources, such as processing de-
vices such as CPU, storage/retrieval devices such as
RAM and hard drive, communication devices such
as routers and network links, visualization devices
such as computer screen and printer, and so on.

The dependency of resources in the information
system results in a hierarchy of resources in the in-
formation system. Several studies on system engi-
neering report a four-level abstraction hierarchy that
exists for understanding and managing many large-
scale engineering systems such as nuclear power plants,
manufacturing systems, and even software system
(Rasmussen, 1986; Ye, 1996a, 1996b). The four lev-
els of abstraction are the objective level, the con-
ceptual level, the functional level and the physical
level.

At the objective level, goals of the system are stated.
At the conceptual level, goals of the system are trans-
formed into operational definitions of system behavior
in terms of time phased and sequenced operations. At
the functional level, each operation at the conceptual
level is broken down into activities that are performed
by functional subsystems and functional components
in these subsystems. At the physical level, each activ-
ity at the functional level is implemented by tasks that
are executed by physical units implementing functional
subsystems and components. From the objective level
to the physical level, the focus shifts from a global, ab-
stract and general understanding of the system itself to
a local, specific and concrete understanding of system
components.
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Hence, a system can be decomposed into subsys-
tems, each of which can be decomposed into compo-
nents. That is, alarge-scale system has two dimensions:
abstraction levels including the objective, conceptual,
function and physical levels, and scales including the
system itself, subsystems, and components. Obviously,
a system can have more than three scales, if there is a
need to decompose a subsystem into sub-subsystems.

Take an example of an armature-winding machine—
a discrete-part manufacturing system (Ye, 1996a,
1996b). At the objective level, the goal of the armature-
winding machine is specified as winding coils around
an armature at a given rate, e.g., 10 armatures per
minute. The inputs to the machine are the coils and
the armature. The output from the machine is the ar-
mature with coils. At the conceptual level, a number
of time-phased operational steps are defined to accom-
plish the goal of winding coils around an armature at
a given rate. For example, the first step is to load the
armature on the machine, the second step is to close
the winding heads around the armature, and so on.
At this level, operations of winding an armature are
defined without referring to subsystems and compo-
nents of the machine. So operations are conceptual. At
the functional level, several mechanical and electrical
functions are designed to carry out the operation of
loading an armature, including the mechanical func-
tion of a fixture to hold the armature, the mechanical
function of an arm to pick up the armature and place
it on the fixture, and the electrical functions of a mo-
tor, a signal processing unit, a signal transmission path,
sensors and actuators to control the movement of the
mechanical components. At this level, mechanical and
electrical functions of subsystems and components for
other conceptual operations are also designed. At the
physical level, specific components such as the fixture,
the arm, the motor, sensors, actuators, and cables are
selected, made or purchased to provide the functional
features of those components. The physical configura-
tion and layout are also determined.

Take another example of a computer software sys-
tem. At the objective level, system requirement analysis
is carried out to specify the software system in terms of
information inputs to the system, information outputs
from the system and other requirements. At the con-
ceptual level, system specification is carried out to de-
fine information processing operations of transforming
inputs into outputs in terms of information flows and

information structures. At the functional level, software
design is carried out to construct software modules of
performing information processing operations, result-
ing in the modular structure of the software system and
the function of each module. At the physical level, each
software module is implemented by software code us-
ing a specific programming language. Hence, at the
physical level, all physical configuration, appearance
and details of the software system are shown.

The four-level abstraction hierarchy of a system can
be used to identify the levels and scales of resources
in an information system, as shown in Fig. 1. If the
information system is a network of host machines, at
the system scale the resource is the information sys-
tem as a whole—the network of host machines. User’s
applications are processes requesting services from
this resource. The subsystem scale consists of the host
machines as the subsystems. Tasks of an application,
which are allocated to a host machine, are processes
requesting services from the host machine as a sub-
system. The component scale consists of individual re-
sources, e.g., hardware resources, software resources,
and information resources on each host machine. Pro-
cesses from application tasks on each host machine re-
quest services from various software resources, such as
application programs (e.g., Microsoft WORD), servers
(e.g., a web server), databases and files, and the operat-
ing system (e.g., WindowsNT), and various hardware
resources such as CPU, RAM, hard drive, computer
screen, printer, etc. If an information system contains a
network of local networks, the information system can
have more than three scales.

There are four levels of abstraction. At the objective
level, the network of host machine is the abstract re-
source thatserves auser’s application as a whole. Multi-
ple applications may be presented at a given time. At the
conceptual layer, a user’s application is decomposed
into conceptual tasks that are allocated to individual
host machines. Each conceptual task is further decom-
posed into functional processes—software processes—
requesting services from software resources and/or
information resources at the functional level. A
functional process requesting services from one soft-
ware resource such as an application program may gen-
erate another functional process requesting services
from another software resource such as the operat-
ing system. Each software process is implemented by
physical processes requesting services from hardware
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Fig. 1. A hierarchy of resources in an information system.

resources such as CPU, RAM, hard drive, computer
screen, printer, and so on.

For example, an organization has an information
system that contains a network of host machines and
the router connecting the network to Internet. The in-
formation system provides various services to users in-
sides and outsides the network, including web services,
atthe objective level and the system scale. Web services
are provided by one host machine in this network—a
subsystem of the information system. The router is also
a subsystem of the information system. When a user’s
web application through a Microsoft Outlook client
program sends a request for web services from the in-
formation system, the request is decomposed into three
application tasks: routing the request to the host ma-
chine with the web server by the router, executing web
services by the host machine, and routing the outcome

of web services to the source by the router, at the con-
ceptual level and the subsystem scale. At the functional
level and the component scale, the Microsoft Outlook
web server program on the host machine breaks the
web-service-executing task into a series of software
processes, such as compiling the request, authenticat-
ing the user, retrieving the information from local files
on the host machine, delivering the requested informa-
tion, and so on. Each software process is decomposed
into a series of processes or system calls for kernel
functions in the operating system that is also a soft-
ware resource at the functional level and the compo-
nent scale. Each system call to the kernel of the op-
erating system as a process for a software resource is
implemented through a series of physical processes act-
ing on hardware resources such as CPU, RAM, and
SO on.
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A resource (R), processes (P) requesting services
and supply-demand relationships between the resource
and processes form a dynamic system as shown in
Fig. 1. Queues (Q) may be used to keep processes
waiting for the resource. For example, an information
system may consist of a router, several host machines,
communication links connecting the router and the host
machines, and so on. A user’s ftp application enters
this information system to request some information
that resides on one host machine in this system. This
application yields a series of processes (P): the process
requesting the service of the router to send the request
to the host machine, the process requesting the service
of the host machine to retrieve and send out the in-
formation to the router, and the process requesting the
service of the router to send out the information to the
source of the request. The router may have two queues
(Q): an in-bound queue for data packets going into the
domain and an out-bound queue for data packets going
out of the domain.

State of Resources

There are a variety of resources in an information
system. In the information system, the resource pool
changes over time with addition, deletion and mod-
ification, and processes requesting services from re-
sources come and go dynamically. Hence, the state of
the information system changes over time. The state
of the information system depends on the state of re-
sources with respect to the number and variety of all
the resources and the dependability attributes of each
resource such as availability, integrity and confiden-
tiality. That s, each dynamic system in the information
system is a stateful system.

The availability attribute of the state of a resource
is related to the responsiveness of the resource to meet
servicerequests. The responsiveness of the resource de-
pends on the available or used capacity of the resource
inrelative to the maximal capacity of the resource. Take
an example of arouter. The available or used capacity of
the router can be measured in terms of the in-bound and
out-bound queue lengths (the numbers of data packets
in the queues) and the actual flow rates (the numbers
of data packets transmitted per time unit) of in-bound
and out-bound traffic in relative to the maximal lengths
of the in-bound and out-bound queues and the maxi-
mal flow rates of in-bound traffic and out-bound traffic.

Hence, the availability attribute of the router state can
be measured by queue length and traffic flow rate. That
is, probing the queue lengths and the traffic flow rates
will produce measures on the availability attribute of
the router state.

The integrity attribute of the state of a resource is re-
lated to the correctness of the resource to meet service
requests. A resource may produce a correct output for a
process but taking a very long time and thus not meet-
ing the responsiveness if too many processes are in the
dynamic system to share the resource. The correctness
of the resource depends on the internal functioning of
the resource. For example, if the internal functioning of
arouter is pre-configured to allow only web and email
accesses to an administrative domain, the correct out-
put of a ftp process should be a message indicating
the rejection of the service request. If the ftp process
receives the requested data file as the output, this indi-
cates that the integrity attribute of the router state has
been compromised. Since the correctness of the router
depends on the internal functioning of the router that is
difficult to probe, two methods can be used to measure
the integrity attribute of the router state. One method is
to specify the correct functioning of the router (e.g., in
form of security policies) and passively monitor traf-
fic flows through the router against the specification.
Another method is to design efficient benchmark pro-
cesses with low overhead that can be launched to test
whether the outputs of those processes are correct. For
instance, a tiny ftp process can be designed to quickly
check if a message of rejection rather than a data file
is received as the output. Unlike the constantly pas-
sive monitoring of traffic flows with large overhead
on the router, the method of benchmark tests is more
efficient because low-overhead benchmark processes
are selected and tested only when QoS problems are
detected.

The confidentiality attribute of the state of aresource
is related to the precision of the resource to meet ser-
vice requests, that is, whether the resource produces
the precise amount of the output for a given input. The
precision of the resource also depends on the internal
functioning of the resource. For example, an intruder
may use a Trojan horse program to alter the internal
functioning of a router in an administrative domain. As
aresult, each stream of data packets from the adminis-
tration domain is sent to not only the correct destination
of the data stream but also another destination where
the intruder uses to collect data. For each process re-
questing the transmission of a data stream, the output
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of the process includes not only the data stream to the
correct destination but also the same data stream to an-
other destination. The actual amount of the output is
greater than the desired output of the process for the
input requesting the data stream to be sent to the correct
destination only. Since the confidentiality attribute of
the router state depends on the internal functioning of
the router that is difficult to probe, benchmark tests can
be designed to launch benchmark processes and check
their outputs only when QoS problems are detected.

Therefore, the state of resources can be measured
using probes and tests that are designed for a variety
of resources. A probe is to get a specific piece of state
information at a specific location on a resource, e.g.,
the length of the in-bound queue in a router. A test is
to launch a benchmark process with a known input and
a known output on the resource and check the actual
output of the process against the expected output of the
process.

QoS Attributes of Processes

The state of resources in an information system im-
pacts the output performance of processes entering,
executing or waiting in the information system. The
output performance of processes determines QoS re-
ceived by processes. QoS metrics have been inves-
tigated extensively in many fields (Chatterjee et al.,
1997; Giroux and Ganti, 1999; Lawrence, 1997; Sabata
et al., 1997). Lawrence (1997) generalizes three QoS
attributes: timeliness, precision and accuracy. Timeli-
ness measures how fast an output for a given input is
produced. Precision measures how much output is pro-
duced for a given input, relating to the quantity of the
output. Accuracy measures how good an output is, re-
lating to the content quality of the output. Different
metrics for the three QoS attributes are required for
processes on different resources with different output
characteristics.

Take an example of a process requesting the service
of the router to send a stream of data packets to a des-
tination outside an information system. The timeliness
attribute of QoS can be measured in term of the traf-
fic flow rate computed by dividing the total number of
bytes in this data stream by the total amount of time
that the router actually takes to complete this trans-
mission of this data stream. The precision attribute of
QoS can be measured in terms of what percentage of

data packets are actually sent out, e.g., 100% when the
router is functioning correctly to send all data packets
of this data stream to the correct destination, or maybe
200% when the router sends the data packets to the cor-
rect destination and another destination in a situation
of a Trojan horse program running on the router. The
accuracy attribute of QoS can be measured through
a distance value between the computed checksum of
the data stream and the original checksum of the data
stream.

In an information system, the state of resources
impacts the QoS of processes. For example, the avail-
ability attribute of the resource state has impact on how
many processes are served at a given time, how many
processes wait in the queue, and consequently how long
it takes to produce the output of an process—the time-
liness attribute of QoS. The integrity attribute of the
resource state has impact on how correctly the output
is—the accuracy attribute of QoS. The confidential-
ity attribute of the resource state has impact on how
much output is produced—the precision attribute of
QoS. Intrusions may compromise the availability of a
resource, leaving a process waiting in the queue and
no output produced for the process over a long period
of time. Intrusions may compromise the integrity of a
resource, resulting in an incorrect output of a process.
Intrusions may compromise the confidentiality of a re-
source, leaking information to unauthorized users and
producing more than a precise amount of authorized
output for the process.

For example, a user’s process requests the driving
direction from one location to another location from a
web site such as Yahoo.com. The input of the process
is the query for the driving direction. The output of the
process is the driving direction. The user may require
receiving the driving direction, which should include a
map and a text description, within 5 minutes. The QoS
level may be measured in terms of what output infor-
mation the user receives, how much output information
the user receives, and how long it takes to get the output
information. If the web site is compromised, the follow-
ing may happen: (1) the user receives a message “no
driving direction is available” rather than the driving
direction; (2) the user receives only the text descrip-
tion but no map; (3) the user waits forever to get any
response from the web site; or other forms of degraded
QoS.

There is a distinction between the three QoS at-
tributes of the real-time output performance of process
and design attributes of the output. For example, the
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user-friendliness of the driving direction as the output
of a process requesting services from a web site is asso-
ciated with the interface design of the output. Design
features of the output determine what output should
be expected for a given input. After the expected out-
put for a given input is designed and implemented, the
QoS attributes measure the real-time performance of
the actual output with respect to the expected output.
Hence, user-friendliness is a design attribute of the out-
put rather than a QoS attribute of the real-time output
performance. Given what is expected for an input, the
QoS attributes focus on how much the expected out-
put is obtained, how fast the expected output is ob-
tained, and how well the actual output matches the ex-
pected output. The QoS attributes measure the actual
real-time output performance against the given specifi-
cation of the output performance rather than the qual-
ity of the specification. A poor-designed web site may
still achieve a high QoS level if the actual levels of the
three QoS attributes meet the expected level of these
QoS attributes.

Propagation of QoS Attributes
Among Resources

To guarantee QoS of auser’s application, the user must
provide QoS requirements of the application. Without
QoS requirements, any level of QoS can be considered
satisfactory. Using QoS metrics of processes to be es-
tablished for a variety of resources, a user can specify
QoS requirements of an application in terms of QoS re-
quirements of individual processes in this application.
The specification of QoS requirements for an individual
process provides the target QoS values for QoS metrics
of this process.

In addition to the QoS requirements of these pro-
cesses that specify the desired output performance of
these processes, the user should also specify the char-
acteristics of the inputs to these processes. Take an
example of a process requesting the service of a router
to transmit a data file. The inputs to the process in-
clude the data file itself, the destination address, and so
on. The output from the process is the data file at the
destination address. The user should specify the size of
the data file along with the QoS requirements for the
output performance of the process. If the actual size
of the data file exceeds the specified size of the data
file, the information system cannot guarantee to meet

the QoS requirements of the process. Hence, a user’s
application specification should include both the input
characteristics and QoS requirements of processes in
the application.

Resources requested by processes in the user’s ap-
plication specification usually are software and in-
formation resources, such as application programs
and data files. These user-level resources depend on
machine-level resources such as the operating system
and hardware resources to deliver services. To obtain
QoS requirements of machine-level processes, QoS re-
quirements of user-level processes need to be propa-
gated to machine-level processes. In other words, target
QoS values of the user’s processes must be transformed
into target QoS values of processes for machine-level
resources.

The hierarchy of resources as shown in Fig. 1 estab-
lishes the topological structure of propagating QoS re-
quirements from user-level processes to machine-level
processes, based on the dependency of resources. For
example, if resource A depends on resources B and C,
the target QoS value of the process for resource A must
be decomposed into target QoS values of processes ex-
ecuting on resources B and C. We also need to establish
the algebraic structure of QoS attributes for transform-
ing QoS requirements along the topological structure.

Suppose that a process depends on a series of
component processes. Anderson and Mathews (1998)
propose the following algebraic structures of QoS
attributes:

® Accuracy is cumulative in that the accuracy of an
process is the product from multiplying the accuracy
of each component process;

® Timeliness is additive in the case of latency in that
latency is the sum of each process’s latency and the
delay between the completion of one process and the
start of the next process; and

® Precision of processes is determined by the minimum
precision among these processes.

QoS Contracting and Admission Control

After obtaining QoS requirements of processes in-
volved in an application at all levels and scales of the
information system, the information system must de-
cide whether QoS requirements of the process can be
satisfied. If QoS requirements of all processes in an
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application can be satisfied, the application is admitted
into the information system, and the user’s specification
of output QoS requirements and input characteristics
for an application becomes a QoS contract; otherwise,
the application isrejected. Hence, to determine if an ap-
plication can be admitted into an information system,
we must determine if each process in the application
can be admitted into a dynamic system containing the
resource to execute the process.

An existing method of admission control for a com-
munication process (Giroux and Ganti, 1999) is to take
a small segment of the input (e.g., a small number of
data packets), execute a small trial of the communica-
tion process with this small segment of the input, and
use the performance feedback on this trial process to
determine whether or not to admit the communication
process with the whole set of the input. However, many
processes request services from non-communication
resources. The input to those processes, e.g., processes
for application programs, may not be decomposable to
make a small trial and get the performance feedback on
the small trial. We describe a uniform set of admission
control techniques regardless of the type of a resource
below.

For the timeliness attribute of QoS requirements of
a process requesting to enter a dynamic system for a
resource, we propose to apply a scheduling technique
to scheduling this process and other processes already
in the dynamic system. If the best schedule of all the
processes on the resource conforms to the timeliness at-
tribute of QoS requirements of these processes, we say
that the timeliness attribute of QoS requirements of the
process is acceptable. Several factors may be taken in
account during scheduling, including resource utiliza-
tion, lead time (the sum of waiting time and execution
time), process priority, and so on.

This admission control technique for evaluating
the timeliness attribute of QoS requirements combines
scheduling into admission control. Once a process is
admitted to enter the dynamic system, the schedule of
this process is available to indicate when the process
will be served. A set of scheduling techniques has been
established in many fields, including the scheduling of
network traffic on ATM networks and the scheduling
of production jobs for customers’ orders on machines
in manufacturing firms (Giroux and Ganti, 1999;
Smith, 1989).

For example, we can use a scheduling technique
based on the “first-come—first-serve” principle. Sup-
pose that there are three processes—A, B and C—in the

dynamic system requesting services from a resource. If
process A enters first, process A will be served before
processes B and C are served. If process B enters sec-
ond while process A is still executing on the resource,
process B will wait until process A is completed.

The precision and accuracy attributes of QoS re-
quirements of the process can be satisfied if the inter-
nal functioning of the resource is correct. The correct
functioning of the resource can be judged based on
whether the resource meets the precision and accuracy
attributes of QoS requirements of processes recently
executing on the resource. This requires the monitor-
ing of the actual precision and accuracy values of pro-
cesses going through the resource against their target
QoS values. If the precision and accuracy attributes of
QoS requirements of recent processes are satisfied, we
say that the precision and accuracy attributes of the
QoS requirements of the process are acceptable.

If the timeliness, precision and accuracy attributes of
QoS requirements of the process are all acceptable, the
process is acceptable for admission into the dynamic
system, and the time when the process receives service
from the resource is determined by the schedule of
processes.

QoS Conformance Monitoring

The performance monitoring of recent processes go-
ing through the resource is a part of QoS conformance
monitoring. For each process in a dynamic system, QoS
conformance monitoring checks if the actual QoS val-
ues of the process conforms to the target QoS values in
the contract, and if the actual input characteristics of the
process conforms to the specification in the contract.

Although the target QoS values of the process ad-
mitted into the dynamic system expect to be satisfied,
it is possible that the actual QoS values are largely
different from the target QoS values due to (1) the non-
conforming input characteristics, or (2) the degraded
state of the resource by intrusions or other causes.
Hence, the actual QoS values of the process must be
monitored to detect significant deviations from the tar-
get QoS values. Since we expect the actual QoS values
of the process fluctuates slightly over the course of
the process, only significant deviations warrant further
investigation.

We can use Statistical Process Control (SPC) tech-
niques (Montgomery, 1991) to monitor the actual QoS
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values of the process and signals when a significant
deviation from the target QoS values is detected. We
have developed several SPC techniques for intrusion
detection (Ye, Chen, and Emran, 2000a, 2000Db) to de-
tect significant deviations of actual values from target
values of activities in information systems.

Take an example of a process requesting the service
of the router to send a stream of data packets to a des-
tination outside an information system. The timeliness
attribute of QoS is measured in term of the traffic flow
rate computed by dividing the number of bytes trans-
mitted by the amount of time that the router actually
takes to transmit these bytes. The data stream contains
10 mega bytes of data. From the QoS requirements of
this process, we obtain the target value of the flow rate
(e.g., 1000 bytes/second). From the history of the router
operation in the normal condition, we obtain the normal
variance of the flow rate (e.g., 100 bytes/second). Ac-
cording to SPC techniques, we can use the 3-sigma rule
to set the control limits to [target value — 3 % standard
deviation, target value + 3 * standard deviation], thatis,
[1000 — 3% 10, 1000 4+ 3 % 10] or [970, 1030], where
970 is the lower control limit and 1030 is the up-
per control limit. In the course of transmitting the
data stream, we get measurements of the flow rate. If
a measurement of the flow rate exceeds the control
limit, a signal is generated to indicate a signal devia-
tion of the actual value from the target value of 1000
bytes/second. This SPC technique for monitoring the
flow rate of a process for a router is demonstrated in
Fig. 2.

Flow rate

Signal

Upper control limit /\

/ v vv %

Lower control limit

1234567891011 1213141516......

Second

Fig. 2. The illustration of a possible application of a SPC technique
for monitoring the flow rate of a process executing on a router.

We can also use SPC techniques to monitor the ac-
tual input characteristics of a process and signals when
a significant deviation from the specified input charac-
teristics is detected. In case of a signal, the process must
be dropped for preventing it from consuming an extra
amount of the resource capacity and thus depleting the
resource capacity.

When a significant deviation of the actual QoS val-
ues of the process from the target QoS values is detected
by the SPC techniques and the actual input character-
istics of the process conform to the specification in the
contract, state probing and testing is required to un-
cover the state of the resource. Appropriate probes or
tests can be selected according to which QoS attribute
demonstrates the significant deviation, and launch the
selected probes or tests to verify whether certain at-
tribute of the resource state is degraded. If the resource
state is indeed degraded, processes in the dynamic sys-
tem need to be rescheduled according to their priority.
Those low-priority processes, whose QoS requirements
cannot be satisfied according to the new schedule, must
be temporarily halted. The system administrators are
informed of the degraded resource state for their cor-
rection actions to bring the resource back to the normal
state. If the system administrators cannot recover the
resource in a short period of time, they can let the infor-
mation system either redirect those temporarily halted
processes to back-up resources or drop those temporar-
ily halted processes. Dropped processes have to seek
other resources in or outside the information system
for services.

A Control-Theoretic Structure
of QoS-Centric Stateful
Resource Management

Fig. 3 illustrates the QoS-guarantee functions and their
relationships for QoS-centric stateful resource manage-
ment. These functions can be organized in a control-
theoretic structure of closed-loop feedback control
(Bollinger and Duffie, 1989; Ogunnaike and Ray, 1994)
as shown in Fig. 4. This control-theoretic structure
consists of three major components: dynamic system,
controller, and monitor. The dynamic system has a re-
source, processes and queues.

The controller manages the dynamic system by gen-
erating control inputs that
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Service Request
(Specification of Input Characteristics and QoS Requirements)

Admission Control

v

—» Scheduling and Control

v

QoS Conformance Monitoring

State Probing and Testing
|

Fig. 3. QoS-guarantee functions.

® Evaluate exogenous inputs—service requests of
processes—from other dynamic systems in the
same information system or outside the information
system,

* Admit processes into the dynamic system,

® Schedule processes on the resource,

e Select and launch probes and tests to verify the state
of the resource, and

e Issue control actions.

The controller also interacts with the system adminis-
trators to inform the degraded state of the resource and
receives the instruction from the system administrators
as to whether to redirect or drop temporarily halted
processes.

The monitor evaluates the actual QoS values against
the target QoS values, and signals significant devia-
tions of the actual QoS values from the target QoS
values. Uncertainties (see Fig. 4) may occur to the dy-
namic system due to intrusions or other causes. Those
uncertainties have impact on the state of the resource
and the output performance of processes. The monitor

Measurement Uncertainty

Target Output Performance ,
> Monitor > Controller ~

also evaluates the actual input characteristic against the
specified input characteristics, and signals significant
deviations.

Since an information system has a number of re-
sources, there are a number of control loops. Each con-
trol loop manages a resource and processes in the dy-
namic system for the resource.

These QoS-guarantee functions in a control-
theoretic structure place three layers of barrier against
intrusions: intrusion prevention, fault masking, and er-
ror tolerance. The admission control function acts as
the intrusion prevention mechanism to reject excessive
service requests that cannot be satisfied by the capac-
ity of the resource. This can prevent many denial-of-
service attacks. The monitoring of input characteristics
can prevent buffer overflow attacks. The scheduling
and control function can mask the degraded state of
the resource by rescheduling processes on the resource
and temporarily halting some low-priority processes to
assure high-priority processes not affected by the de-
graded state of the resource. The system administrators
can provide the error tolerance function by correcting
and recovering the resource to a normal state. The sys-
tem administrators may designate some of the error
tolerance function to the information system for con-
tingency handling. The QoS conformance monitoring
function can provide the detection of abnormal QoS
values to trigger fault masking. The state probing and
testing function can uncover the nature of the degraded
resource state to assist the system administrators in er-
ror tolerance for system recovery.

We are currently developing the control-theoretic,
QoS-centric resource management models for two
common resources in a computer network system re-
spectively: a router and a web server, to demonstrate
the effectiveness of QoS-centric resource management.
After completing the models, we plan to set up ex-
periments for testing the effectiveness of these models
for QoS assurance performance. For example, for a
router we will set up two experimental conditions. In

J/Input Uncertainty

Dynamic System

Actual Output Performance

Resource

Fig. 4. A closed-loop feedback control structure of QoS-centric stateful resource management.
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the first experimental condition, the control-theoretic,
QoS-centric resource management model will be em-
ployed to make decisions on the admission control,
scheduling, QoS conformance monitoring, and state
probing and testing. These QoS functions will need
to be integrated with the routing functionality. Hence,
we will use the Linux operating system to implement
the QoS-centric resource management model for the
router, because of the availability of the Linux source
code. A stream of network packets will be presented
to the router during the experimental testing. Network
packets will include phases of normal network traffic
and phases of intrusive network traffic for attacks such
as denial-of-service attacks through flooding. In the
second experimental condition, a regular router without
the deployment of the control-theoretic, QoS-centric
resource management model will be tested when the
router is presented with the same stream of network
traffic as in the first experimental condition. We will
collect QoS measures of normal network traffic and in-
trusive network traffic, such as the percentage of normal
network packets whose QoS is satisfied by the router.
The effectiveness of the control-theoretic, QoS-centric
resource management model will be demonstrated by
a larger percentage of network packets whose QoS is
satisfied under the first experimental condition than
that in the second experimental condition. Details of
these efforts on developing and testing the QoS-centric
resource management approach for information assur-
ance will be presented in future reports. The purpose of
this paper is to introduce this innovative approach, and
draw attention to this approach from the research com-
munity at an early stage so that more research efforts
can be put into this direction.

Summary

This paper reviews the stateless resource management
problem in the current design and operation of infor-
mation systems, causing vulnerabilities of information
systems to many malicious exploits and attacks on in-
formation systems. An engineering approach to QoS-
centric stateful resource management is introduced to
provide a conceptual overview. This approach is illus-
trated using a router example. We also briefly outline
our ongoing research activities to develop and test this
approach using some common resources in information
systems, including a router and a web server, to illus-

trate how this approach can be implemented and tested.
Currently, the discussion of this approach in this pa-
per does not address application resources for decision
support systems. As more researchers look into this ap-
proach in the future, we expect that research results for
various resources in information systems will emerge.

This paper does not provide full details of the
control-theoretic, QoS-centric resource management
model for the router, because these details are under
research and development. This paper intends to in-
troduce this approach to the research community for
promoting further research and development in this di-
rection that will lead to a revolutionary way of design-
ing and operating information systems for information
security assurance. Therefore, this paper is to intro-
duce this approach and raise relevant research issues
and technical problems. As research in this direction
becomes more mature after years of effort from the re-
search community, practical applications of research
results can be foreseen. Research results in this direc-
tion will mostly be implemented in software supporting
information systems. Currently, the QoS-centric state-
ful resource management approach is still at the begin-
ning of the research stage. We will describe our research
results in this direction in future reports.
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